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딥러닝 방법이 전통적인 시계열 분석 방법을 아직 대체하기는 어려운 상태라고 생각한다. 딥러닝 연구 방법은 실제로 전통적인 분석 방법 이론에 비해 갖는 장점들이 있다. 특히 딥러닝 방법은 통계적 방법에 비해, 선형성을 가정하지 않는다. 이 특징 때문에 복잡한 시장 상황을 잘 예측할 수 있다. 실제 연구들에서도 딥러닝을 활용해서 예측 성능 향상을 보여준 바가 있다.[[1]](#footnote-1)

하지만 딥러닝 방법에 비해서 전통적인 통계 방법이 갖는 장점도 몇 가지가 있다. 첫째로 데이터 수에 이점이 있다. 신경망 방법은 상당한 수의 데이터를 필요로 한다. 일반적으로 신경망을 학습시키기 위해서는 수백~수만개 이상의 데이터를 사용한다. 데이터의 수가 부족하면 과적합 문제가 발생하거나, 반대로 신경망이 규칙을 파악하지 못하는 언더피팅 문제가 발생할 수 있다는 사실은 이미 잘 알려진 상태이다. 반면 통계적 방법은 데이터가 그렇게까지 많지 않아도 분석이 가능하다. ARIMA 모델에 관한 the rule of thumb이라는 유명한 규칙에 따르면 최소 50개의 데이터로도 분석이 가능하며, 100개 이상이면 충분한 양이라고 볼 수 있다고 한다.[[2]](#footnote-2) 실제로 딥러닝과 통계적 방법을 분석한 Vitor Cerqueira의 연구에서는 데이터의 수가 적을 때 딥러닝 모델이 통계적 방법보다 예측력이 떨어지며, 적은 데이터에서는 통계적 방법이 더 우수하다고 설명한다.

둘째로 설명력의 문제가 있다. 현재까지는 아직 딥러닝이 내린 결정의 근거를 설명하기 어렵다. 딥러닝과 통계적 분석의 차이점을 정리해 둔 블로그 글[[3]](#footnote-3)에 따르면, 딥러닝 방법은 점추정 형태로 데이터가 나왔을 뿐 특별한 이론적인 근거가 있는 것은 아니다. 반면 전통적인 신경망 방법은 선형성(수식)이 존재하여 결정된 이유를 충분히 설명할 수 있다.

셋째로 소요시간의 문제가 있다. 신경망 모델은 아주 많은 레이어 층을 겹쳐 쌓아 놓았기 때문에 학습 시간이 오래 소요된다는 단점이 있다. 이는 통계학적 모델을 피팅하고 준비하는 것 보다 시간이 상대적으로 더 많이 들어간다.

신경망과 통계적 시계열 분석은 서로의 장단점을 분명히 가지고 있다. 아직 한쪽이 일방적으로 다른 쪽을 대체한다고 보기 어렵다. 당분간은 서로를 보완하는 관계로 양쪽이 모두 필요할 것으로 생각된다. 통계적 방법과 딥러닝 방법을 조합한 모델을 만들어야 한다는 연구[[4]](#footnote-4)도 나오는 추세인 것으로 볼 때, 두 방법의 조합으로 더 높은 예측력을 달성할 수도 있을 것으로 기대된다.
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